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Introduction
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  modeling)	
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-­‐  Michael	
  Schodlok	
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  ECCO/MITgcm)	
  
	
  

Introduction/Capabilities 2/27



I S S M W O R K S H O P 2 0 1 6 J P L / U C I R V I N E / S C R I P P S

Introduction Team Members/Collaborations/Funding Results/Capabilities

Introduction
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Website: http://issm.jpl.nasa.gov
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Contact Us

For any issues, bug report, or to search for an answer previously posted by
other ISSM users, please do the following:

• go to the ISSM forum: https://issm.ess.uci.edu/forum
• Do not hesitate to send a message on skype to:

• The ISSM Channel, or
• One of the ISSM developers

with a link to your post on the forum for quick assistance. You can also
send us an email at issm@jpl.nasa.gov if you don’t have skype
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Team Members

• E. Rignot (UCI/JPL, Project Scientist)
• E. Larour (JPL, Project Manager, co-Developer, Adjoint Modeling, Data

Assimilation)
• M. Morlighem (UCI, co-Developer, co-PI, Bedrock Mapping, Dynamics)
• H. Seroussi (JPL, co-Developer, co-PI, Ice/Ocean, Dynamics)
• N. Schlegel (UCLA/JPL, co-Developer, Sensitivity Analysis, Dynamics,

Uncertainty Quantification)
• G. Perez (UCI, Project Engineer)
• J. Cuzzone (CalTech/JPL, Post-Doc, Paleo-Modeling)
• S. Adhikari (NASA NPP Post-Doc, Sea Level Rise, GIA)
• D. Halkides (ESR, Outreach Lead)
• D. Cheng (UCI, Outreach/Website/Cloud Computing)
• A. Khazendar (JPL, Science Collaborator, Ice/Ocean, Ice Shelves)
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Collaborations

• S. Nowicki, R. Walker, R. Cullather, B. Zhao, NASA Goddard GEOS-5/ISSM
coupling.

• M. Schodlok, D. Menemenlis, Y. Nakayama, Ice/Ocean modeling, MITgcm.
• B. Csatho, A. Schenk, J. Briner, G. Babonis, University of Buffalo, Surface

Altimetry, Assimilation, Paleo-Modeling.
• C. Borstad, Svalbard, Calving, Ice-Ocean
• B. Parizek, D. Lampkin, Thwaites/Pig modeling, JKS shear margins.
• H. Fricker, M. Siegfried, F. Paolo, S. Carter, Ice Shelf Thinning Assimilation,

Subglacial-lake assimilation from altimetry.
• I. Das, Lamont, Wind Scouring, SMB sensitivity analyses.
• J. Box, GEUS, SMB sensitivity analyses.
• J. Bondzio, A. Humbert, AWI, Level Set Methods (Calving Front Dynamics)
• S. Larsen Hillerup, A. Ahlstrom, K. Haubner, GEUS, InSAR surface velocity

assimilation, Upernavik.
• A. Sommers, H. Rajaram, Hydrological Modeling
• K. Lemorzadec, L. Tarasov, St John’s Newfoundland (Parameterization of paleo

models)
• H. Akesson, K. Nisancioglu, University of Bergen (Norwegian ice cap modeling)
• V. Tsai, M. Simons, B. Minchew, Visco-Elasticity, Rift/Hydro-Fracturing, Iceland.
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Funding

• NASA Modeling, Analysis and Prediction (MAP, David Considine).
• NASA Cryosphere (Tom Wagner)
• JPL R&TD (Research and Technology Development)
• NASA IceBridge (Tom Wagner)
• NASA Sea Level Rise (Tom Wagner)
• NASA NPP (Post-Doctoral Program)
• NSF OPP (Peter Milne, Julie Palais)

Introduction/Capabilities 8/27



I S S M W O R K S H O P 2 0 1 6 J P L / U C I R V I N E / S C R I P P S

Introduction Team Members/Collaborations/Funding Results/Capabilities

Larour,	
  E.,	
  H.	
  Seroussi,	
  M.	
  Morighem,	
  E.	
  Rignot	
  

Continental scale, high order, high spatial resolution, ice sheet modeling 
using the Ice Sheet System Model (ISSM)  

Reference:	
  	
  
Larour,	
   E.,	
   H.	
   Seroussi,	
   M.	
   Morlighem,	
   and	
   E.	
  
Rignot,	
  Con9nen-­‐	
  tal	
  scale,	
  high	
  order,	
  high	
  spa9al	
  
resolu9on,	
   ice	
   sheet	
  modeling	
  using	
   the	
   Ice	
  Sheet	
  
System	
   Model	
   (ISSM),	
   J.	
   Geophys.	
   Res.,	
   117,	
  
F01022,	
  1–20,	
  2012.	
  	
  

•  Ice	
   Sheet	
   System	
   Model:	
   a	
   JPL/UCI	
  
collabora9on	
  to	
  develop	
  an	
   ice	
  flow	
  model	
  
capable	
   of	
   modeling	
   the	
   evolu9on	
   of	
  
con9nental	
  ice	
  sheets	
  in	
  the	
  next	
  100	
  years.	
  

•  Large	
   scale	
   capable:	
   runs	
   on	
   NASA	
   Ames	
  
Pleaides	
  cluster.	
  Full	
  Antarc9ca	
  model	
  at	
  1.5	
  
km	
   resolu9on,	
   Greenland	
  model	
   at	
   500	
  m	
  
resolu9on.	
  20	
  ver9cal	
  layers.	
  

•  Higher-­‐order	
  capable:	
  wide	
  range	
  of	
  physics	
  
implemented,	
   ranging	
   from	
   2D	
   Shelfy-­‐
Stream	
   to	
   3D	
   BlaZer/PaZyn	
   and	
   3D	
   full-­‐
Stokes.	
  

•  Adjoint-­‐based	
   inversions	
   at	
   the	
   con9nental	
  
scale.	
   Using	
   InSAR	
   surface	
   veloci9es,	
   it	
   is	
  
possible	
   to	
   invert	
   for	
   the	
   basal	
   fric9on	
   at	
  
the	
  ice/bed	
  interface,	
  or	
  depth-­‐averaged	
  ice	
  
rigidity	
  of	
  ice-­‐shelves.	
  

•  Project	
   ice	
   flow	
   into	
   the	
   next	
   500	
   years,	
  
using	
  model	
  inversion	
  and	
  satellite	
  data	
   	
  to	
  
spin-­‐up.	
  	
  

Upper	
  le\:	
  anisotropic	
  meshing	
  in	
  the	
  region	
  of	
  Jakobshavn	
  Isbrae.	
  The	
  op9mized	
  
mesh	
   (b)	
   captures	
   surface	
   deforma9on	
  more	
   efficiently	
   than	
   the	
   regular	
  mesh	
  
(a).	
   Lower	
   le\:	
   inverted	
   basal	
   fric9on	
   for	
   the	
   Greenland	
   Ice	
   Sheet	
   using	
  
increasingly	
  complex	
  models	
  (a:	
  2D	
  Shelfy-­‐Stream,	
  b:	
  3D	
  BlaZer/PaZyn	
  and	
  c:	
  3D	
  
full-­‐Stokes).	
  Right:	
  500	
  year	
  SeaRISE	
  run	
  using	
  a	
  3D	
  higher-­‐order	
  model.	
  a,	
  d,	
  g:	
  
ice	
  thickness.	
  b,	
  e,	
  h:	
  surface	
  velocity.	
  c,	
  f,	
  i:	
  depth-­‐averaged	
  temperature.	
  	
  

X - 20 LAROUR ET AL.: ICE SHEET SYSTEM MODEL c⃝2011. ALL RIGHTS RESERVED

Figure 7. Model inversion of basal drag coefficient α (in

Pa s/m)1/2 in Greenland using a) the 2D Shelfy-Stream
model, b) the 3D Blatter/Pattyn model and c) the 3D
full-Stokes model and observed ice velocity from satellite
radar interferometry.

LAROUR ET AL.: ICE SHEET SYSTEM MODEL c⃝2011. ALL RIGHTS RESERVED X - 23

Figure 10. Transient ice flow simulation of the Green-
land Ice Sheet, using the higher-order BP model, from
present-time to 500 years into the future. a), b) and c):
thickness H, velocity V and depth-averaged temperature
Tavg at time t = 0, as initialized by the basal friction
inversion. d), e) and f): thickness H, velocity V and
depth-averaged temperature Tavg at time t = 100 years.
g), h) and i): thickness H, velocity V and depth-averaged
temperature Tavg at the end of the transient run, t = 500
years.
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Inversion of basal friction in Antarctica using 
exact and incomplete adjoints of a higher-order model	
  

h#p://onlinelibrary.wiley.com/doi/10.1002/jgrf.20125/abstract	
  

Main	
  points:	
  
•  First	
   ?me	
   Antarc?c	
   inversion	
   at	
   high-­‐resolu?on	
   (~1	
   km	
   along	
  
the	
  coast)	
  with	
  a	
  higher-­‐order	
  model	
  

•  Basal	
  sliding	
  is	
  widespread	
  beneath	
  the	
  Antarc?c	
  Ice	
  Sheet	
  and	
  
its	
  fast	
  moving	
  glaciers,	
  which	
  means	
  that	
  coastal	
  perturba?ons	
  
may	
  be	
  transmi#ed	
  further	
  inland	
  than	
  previously	
  believed	
  

•  NASA	
  resources:	
  	
  
-  JPL/UCI	
  Ice	
  Sheet	
  System	
  Model	
  (ISSM)	
  	
  
-  Pleiades	
  cluster	
  (NASA	
  Advanced	
  Supercompu?ng)	
  

•  NASA	
  data:	
  	
  
-  MEaSUREs	
  InSAR-­‐Based	
  Antarc?ca	
  Ice	
  Velocity	
  Map	
  
-  SeaRISE	
  dataset	
  (a)	
  Model	
   (m/yr),	
   (b)	
   observa?ons	
   (m/yr),	
   (c)	
   ra?o	
   between	
  modeled	
  

basal	
   and	
   surface	
   velocity	
   in	
   %.	
   The	
   white	
   lines	
   in	
   (c)	
   indicate	
   the	
  
loca?on	
  of	
  ice	
  topographic	
  divides.	
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Morlighem,	
  M.,	
  H.	
  Seroussi,	
  E.	
  Larour	
  and	
  E.	
  Rignot	
  (JGR	
  2013)	
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A damage mechanics assessment of the Larsen B ice shelf prior to collapse: 
toward a physically-based calving law 

 

Borstad, C.P., A. Khazendar, E. Larour, M. Morlighem, E. Rignot, M.P. Schodlok and H. Seroussi 

Funding	
  sources:	
  	
  NASA	
  Cryospheric	
  Sciences	
  Program	
  and	
  NASA	
  Postdoctoral	
  Program	
  (CB	
  and	
  HS).	
  
Reference:	
  Borstad,	
  C.	
  P.,	
  A.	
  Khazendar,	
  E.	
  Larour,	
  M.	
  Morlighem,	
  E.	
  Rignot,	
  M.	
  P.	
  Schodlok,	
  and	
  H.	
  Seroussi	
  (2012),	
  
A	
  damage	
  mechanics	
  assessment	
  of	
  the	
  Larsen	
  B	
  ice	
  shelf	
  prior	
  to	
  collapse:	
  Toward	
  a	
  physically-­‐based	
  calving	
  law,	
  
Geophys.	
  Res.	
  Le,.,	
  39,	
  L18502,	
  doi:10.1029/2012GL053317.	
  hVp://hVp://www.agu.org/pubs/crossref/2012/2012GL053317.shtml	
  	
  

Figure	
  1d)	
  Damage	
  (loss	
  of	
  load	
  
bearing	
  capacity)	
  prior	
  to	
  collapse.	
  

D	
  =	
  0:	
  Fully	
  intact	
  ice	
  

D	
  =	
  1:	
  Fully	
  fractured	
  ice	
  

•  Calving	
  mechanics	
  is	
  fundamental	
  to	
  ice	
  sheet	
  stability.	
  	
  We	
  are	
  the	
  first	
  to	
  apply	
  a	
  new	
  theory	
  called	
  damage	
  
mechanics	
  to	
  study	
  fracture	
  and	
  calving	
  in	
  floa]ng	
  ice	
  shelves.	
  

•  We	
  studied	
  Larsen	
  B	
  prior	
  to	
  its	
  2002	
  collapse	
  using	
  a	
  suite	
  of	
  remote	
  sensing	
  data	
  (Opera]on	
  IceBridge,	
  InSAR	
  
from	
  RADARSAT)	
  and	
  numerical	
  models	
  (JPL/UCI	
  Ice	
  Sheet	
  System	
  Model	
  (ISSM)	
  and	
  MITgcm	
  ocean	
  model).	
  

•  We	
  found	
  damage	
  in	
  areas	
  where	
  we	
  know	
  calving	
  occurred	
  prior	
  to	
  collapse	
  

	
  	
  

We	
  plan	
  to	
  apply	
  this	
  
to	
  other	
  ice	
  shelves	
  in	
  
Antarc]ca	
  surveyed	
  by	
  
Opera]on	
  IceBridge	
  

Conclusions:	
  	
  
We	
  quan]fied	
  
the	
  amount	
  of	
  
damage	
  the	
  ice	
  
can	
  sustain	
  prior	
  
to	
  calving.	
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Jet	
  Propulsion	
  Laboratory	
  
California	
  Ins5tute	
  of	
  Technology	
  

LAROUR ET AL.: BRUNT ICE SHELF. (RIFTS/FAULTS). COPYRIGHT 2013. ALL RIGHTS RESERVED.X - 15

Figure 6.
a) InSAR derived surface velocities (m/yr). b) Modeled
surface velocity (m/yr), using the inverted ice rigidity
and a forward model that includes a representation of
rifts and faults. c) difference between modeled and ob-
served velocity (m/yr). d) relative difference between
modeled and observed velocity, in %. Rifts and faults
are traced in white on all four frames.

LAROUR ET AL.: BRUNT ICE SHELF. (RIFTS/FAULTS). COPYRIGHT 2013. ALL RIGHTS RESERVED.X - 15

Figure 6.
a) InSAR derived surface velocities (m/yr). b) Modeled
surface velocity (m/yr), using the inverted ice rigidity
and a forward model that includes a representation of
rifts and faults. c) difference between modeled and ob-
served velocity (m/yr). d) relative difference between
modeled and observed velocity, in %. Rifts and faults
are traced in white on all four frames.

Fracture in a continuum: Investigating ice-shelf dynamics and instability with observations and a novel numerical 
representation of rifts and faults!

!

E. Larour, A. Khazendar, C.P. Borstad, H. Seroussi, M. Morlighem and E. Rignot!

E. Larour, A. Khazendar, C. P. Borstad, H. Seroussi, M. Morlighem, and E. Rignot, 
Representation of sharp rifts and faults mechanics in modeling ice shelf flow dynamics: Application to Brunt/
Stancomb-Wills Ice Shelf, Antarctica, J. Geophy. Res.,119, doi:10.1002/2014JF003157.!

Application: Using the new representation of rifts and faults, combined with InSAR data assimilation, we demonstrate a mechanism by which ocean-
induced melting can thin ice mélange inside rifts (figure on right), hence weakening ice shelves and destabilizing them. !

Problem: Accurate numerical modeling of ice shelves is indispensable for understanding the evolution of Antarctica and its contribution to sea level 
rise. Modeling ice shelves is complicated by the presence of fracture (rifts, faults and crevasses) in what is assumed to be a continuum.!
!
Work: We implement a novel approach to represent explicitly rifts and faults in the Ice Sheet System Model (ISSM) leading to much more realistic 
simulations of ice-shelf dynamics . Figures below demonstrate the close agreement between model results and observation.!

InSAR observed !
ice-shelf speed !

Simulated ice-shelf 
speed with fracture 

included !

X - 10LAROUR ET AL.: BRUNT ICE SHELF. (RIFTS/FAULTS). COPYRIGHT 2013. ALL RIGHTS RESERVED.

Figure 1. RADARSAT backscatter image of the
Brunt/Stancomb-Will system, taken from the 125 m reso-
lution SAR Mosaic of Antarctica [Jezek and Team, 2002].
The data is projected using a Polar Stereographic South
projection with central meridian at 0◦ and standard par-
allel at -71◦ . Key rifts/faults are indicated, as well as ar-
eas of ice mélange. The ”ice bridge” between Stancomb-
Wills and Lyddan Island is marked with a black square.

Study area!
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The	
  evolving	
  instability	
  of	
  the	
  remnant	
  Larsen	
  B	
  Ice	
  
Shelf	
  and	
  its	
  tributary	
  glaciers	
  	
  
	
  Ala	
  Khazendar,	
  Christopher	
  P.	
  Borstad,	
  Bernd	
  Scheuchl,	
  Eric	
  Rignot,	
  Helene	
  Seroussi	
  	
  

200 A. Khazendar et al. / Earth and Planetary Science Letters 419 (2015) 199–210

Fig. 1. (a) The study area showing ATM surface elevations (relative to the WGS84 ellipsoid) along the flight path of the 2011 IceBridge campaign, the most recent to overfly 
this part of the Antarctic Peninsula. Background image is from the 2003–2004 MODIS Mosaic of Antarctica (MOA; Haran et al., 2005). Front location in the MOA image is 
from March 2003 (Skvarca et al., 2004). (b) Surface ice flow speed change in the study area: speed in year 2000 subtracted from speed in year 2006. (c) Speed in 2006 
subtracted from that in 2010. Background in b and c is a composite of RADARSAT-1 images acquired in 2000 as part of the Modified Antarctic Mapping Mission. An ocean 
mask is applied (Rignot et al., 2013). Panels 1b and 1c cover the same area as panel 1a. They also show the same latitude, longitude and grounding lines. (d) Location of the 
remnant LBIS in the northern Antarctic Peninsula.

and Flask glaciers was reported for the period 2004–2006, but sur-
face elevation gains or no change were found before and after that 
period (Shuman et al., 2011), and a negative mass balance for the 
three main tributary glaciers combined calculated for the period 
2001–2010 (Scambos et al., 2014). Also, progress was made in in-
ferring the ice thickness and bed topography of Flask and Starbuck 
glaciers (Farinotti et al., 2013, 2014).

Here, we focus on the remnant LBIS and its main tributary 
glaciers, Leppard, Flask and Starbuck. To quantify changes in the 
surface elevations of the glaciers we analyze ATM laser altime-
try from Operation IceBridge and pre-IceBridge campaigns. We find 
changes in ice flow speeds of these glaciers and the remnant ice 
shelf from InSAR data. We trace the front positions of the rem-
nant LBIS using SAR mosaics. We finally apply numerical modeling 
to infer the rheology and backstress fields of the ice shelf to as-
sess the changes in the prevalence of fracture and in buttressing. 
We present our findings in two parts. In Section 3 we describe the 
observations of the remnant LBIS and its tributary glaciers, and its 
modeled rheology and backstress fields. In Section 4 we explore 

the implications of these results to the question of ice shelf in-
stability, noting that the concurrence of enhanced fracture, front 
retreat and ice flow acceleration being exhibited by the remnant 
LBIS is reminiscent of the events preceding the 2002 disintegra-
tion (Khazendar et al., 2007).

2. Data and methods

2.1. ATM laser altimetry

We find surface elevation changes from the measurements of 
the Airborne Topographic Mapper (ATM), which is a laser altime-
ter that has been flying since 2009 as part of Operation IceBridge 
but which had flown over Antarctica earlier during the years 2002, 
2004 and 2008. Its measurements of surface elevations (Level-2 
Icessn Elevation, Slope, and Roughness data) are condensed using 
the Icessn algorithm that fits a plane to blocks of points selected 
at regular intervals along track and several across track. The result-
ing data are presented with an along-track spacing of 50 m. Each 

A. Khazendar et al. / Earth and Planetary Science Letters 419 (2015) 199–210 205

Fig. 5. The modeled rheology field in the area of the remnant LBIS revealing changes in the spatial pattern of ice rigidity among the three years shown. (a) Year 2000 before 
the disintegration of the ice shelf. (b) Year 2006 in the remnant LBIS after the 2002 collapse. (c) Year 2010 after further retreat of the remnant LBIS front. Background images 
in the panels are from (a) MODIS on 31 January 2002, (b) the 2003–2004 MODIS Mosaic of Antarctica (MOA; Haran et al., 2005), and (c) the 2008–2009 MOA (Haran et al., 
2014). (d) The modeled spatial patterns of backstress in Year 2000. (e) The change in backstress: backstress in year 2000 subtracted from that of year 2006. (f) Backstress in 
year 2000 subtracted from that of 2010.

On the other hand, in some areas near the grounding line the 
inferred ice rigidity and backstress values are more susceptible to 
model artefacts. Examples include the particularly high values of 
ice rigidity and backstress and their rapid change directly down-
stream from the Flask and Leppard grounding lines (Fig. 5). Such 
artefacts are probably the results of ice there not being in hydro-
static equilibrium as assumed in the model and/or ice thickness 
having abrupt jumps introduced by the interpolation techniques 
used in producing the thickness data set (Fretwell et al., 2013).

4. Discussion

4.1. Ice shelf acceleration, front retreat and enhanced fracture

The evolving instability of the remnant LBIS is demonstrated 
by its flow acceleration, front retreat and increased fracture. Simi-
lar changes in LBIS were observed in the years preceding its 2002 
disintegration (e.g., Skvarca et al., 2004; Khazendar et al., 2007;
Vieli et al., 2007). The availability of more frequent observations 
in this study allows the changes in those properties to be better 
followed in time and for the links among them to be explored.

Figs. 1b and 1c show that the acceleration of the remnant LBIS 
is not spatially uniform. The flow speed of the thinner, stagnant 
ice area between the Jason Peninsula and the outflow of Leppard 
Glacier did not change much. This is expected given the presence 
pre-2002 of an already well developed shear zone in the modeled 
rheology field (Fig. 5a) indicating a degree of mechanical decou-
pling from the rest of the ice shelf. The slight deceleration between 
2006 and 2010 (Fig. 1c) including south of Rift 1, while the ice 
shelf on the other side of the shear zone continued to accelerate, 
could be the sign of further decoupling. The areas with the high-
est acceleration are those fed by the outflows of the Leppard and 
Flask glaciers. Of the two flow units, the one fed by Flask Glacier 

accelerated more as illustrated by Fig. 1c and Figs. 2a and 3a. The 
latter two figures show that the flow speed directly downstream of 
the grounding line of both glaciers in 1997 is between 320 and 390 
m/yr, increasing by 2013 to ∼490–550 m/yr in the case of Leppard, 
and to ∼650–690 m/yr for Flask. The increased difference in the 
flow speeds of the two units manifests itself in the inferred rhe-
ology field as the extension and increased softening with time of 
the margin between them (Figs. 5a, 5b and 5c). That such a “suture 
zone” (Glasser and Scambos, 2008) can be weakened with time by 
enhanced shearing and fracture resulting from unequal accelera-
tions along its flanks was previously hypothesized (Khazendar et 
al., 2007; Vieli et al., 2006, 2007). Our analysis here of the temporal 
and spatial changes of inferred rheology provides strong evidence 
in support of the idea. Fig. 5c furthermore shows that within the 
Flask and Leppard flow units themselves several lines of less rigid 
ice have developed that were not present in the modeled rheology 
fields of the years 2000 and 2006 (Figs. 5a and 5b), indicating the 
susceptibility of this part of the ice shelf to future fragmentation.

The results also illustrate the connection between fracture and 
front retreat. The MOA image in Fig. 1a shows that the calving that 
produced the 2006 front occurred along Rift 3, and that the south-
eastern section of the 2010 front closely coincided with Rift 2. 
A precursor of the calving event that resulted in the 2010 front 
is already present in the 2006 modeled rheology field as a zone 
along Rift 2 of weaker ice (Fig. 5b) that did not exist in the rhe-
ology field of the year 2000 (Fig. 5a). Closer to the grounding line 
at only 12.5 km downstream from it, the rapid widening of Rift 1 
is evident by comparing the MOA images of 2003–2004 (Fig. 1a) 
and 2008–2009 (Fig. 6). There are no repeat ATM measurements 
of the rift, but one trajectory crosses it nearly perpendicularly in 
2009 (Fig. 6). The resulting ATM elevation profile (Fig. 8) reveals 
that the rift had a width of ∼1 km at the surface and a dis-
tinctive pattern of surface uplift on both flanks. The asymmetrical 

•Explore	
  the	
  natural	
  experiment	
  presented	
  by	
  the	
  par5al	
  
collapse	
  of	
  an	
  ice	
  shelf.	
  
•	
  Inverse	
  modeling	
  reveals	
  increased	
  ice-­‐shelf	
  fracture	
  
and	
  reduced	
  bu=ressing.	
  
•	
  Tributary	
  glaciers	
  react	
  differently	
  due	
  to	
  varied	
  bed	
  
topography	
  and	
  grounding	
  zone.	
  
•Remnant	
  ice	
  shelf	
  is	
  weakening.	
  Its	
  tributary	
  glaciers	
  are	
  
thinning	
  and	
  accelera5ng.	
  
•The	
  final	
  demise	
  of	
  the	
  remnant	
  ice	
  shelf	
  is	
  underway.	
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  perturba>ons	
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2014). We refer the reader to Greve and Blatter (2009), Cu◆ey and Paterson (2010)
and Larour et al. (2012b), respectively, for further details on ice flow modelling and its
implementation in ISSM.

2.2 Level-Set Method

Let “ be a computational domain in two- or three-dimensional space, and ' a real,5

di◆erentiable function on “⇥ [0,1). We use ' to partition “ at time t into three disjoint
subdomains “i(t), its complement “c(t), and their common boundary »(t). We omit
the time dependence of these sets in the following, unless stated otherwise. Let x be
a point in “. If '(x,t) < 0, then x belongs to “i. If '(x,t) = 0, then x lies on ». If
'(x,t) > 0, then x belongs to “c. By construction, », the 0-contour or “0-level-set” of10

', separates “i and “c.
A particle at the boundary » moves with the boundary speed w . This motivates the

“Level-Set Equation” (LSE):

@'
@t

+w ·r' = 0. (4)

This Hamilton–Jacobi type partial di◆erential equation describes the transport of the15

ice boundary across “. We need to provide an initial field '0(x) ='(x,t = 0) on “ to
solve Eq. (4). We can propagate the unit surface normal n on » onto “ using the LSF
by

n =
r'
|r'|

. (5)

By definition, n always points into “c. For more details on the Level-Set Method and20

its applications, we refer to Osher and Sethian (1988) and Sethian (2001).
The boundary of an ice sheet evolves with a velocity, which is the sum of the ice

velocity and an ablation velocity a = �a?n. The ablation rate a? = �a·n is non-negative
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Figure 2. Winter (February–March) ice front positions from 2009 to 2014 superimposed on
a TerraSAR-X scene from 7 February 2015 (©DLR). Striped lines are used in case of ambiguous
ice front positions.
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Figure 3. Schematic of the ice margin. The red line marks the zero level-set, the yellow one
the numerical ice front. Blue triangles are ice-free elements, white ones the ice-filled ones and
green ones the front elements. The three vectors show an example of the evaluation of the
boundary velocity w at a finite element node.

5513

Implementa)on	
  and	
  valida)on	
  of	
  a	
  
calving	
  front	
  retreat	
  simula)on	
  using	
  
level-­‐set	
  representa)on	
  and	
  propaga)on	
  
of	
  the	
  boundary	
  between	
  ice	
  and	
  ocean.	
  

Introduction/Capabilities 14/27



I S S M W O R K S H O P 2 0 1 6 J P L / U C I R V I N E / S C R I P P S

Introduction Team Members/Collaborations/Funding Results/Capabilities

High-resolution bed topography mapping of Russell Glacier,  
Greenland, inferred from Operation IceBridge data  

h"p://www.igsoc.org/journal/59/218/t12J235.pdf	
  

•  Mass	
   conserva+on	
   solves	
   the	
  vexing	
  problem	
  of	
  mapping	
  glacier	
  
beds	
  at	
  the	
  precision	
  and	
  density	
  required	
  by	
  numerical	
  models	
  to	
  
make	
  be;er	
  projec+ons	
  of	
  sea	
  level	
  rise.	
  

•  With	
  OIB	
  lines	
  at	
  5	
  km	
  spacing,	
  MC	
  yields	
  errors	
  of	
  60	
  m	
  at	
  400	
  m	
  
resoluLon	
  (CReSIS	
  raw	
  data	
  error	
  is	
  40	
  m)	
  

•  NASA	
  resources:	
  	
  
-  JPL/UCI	
  Ice	
  Sheet	
  System	
  Model	
  (ISSM)	
  	
  
-  Pleiades	
  cluster	
  (NAS)	
  

•  NASA	
  data:	
  	
  
-  InSAR-­‐based	
   Greenland	
   Ice	
   Velocity	
   Map	
   (Rignot	
   and	
  

Mouginot,	
  2012)	
  
-  OperaLon	
  IceBridge	
  ice	
  thickness	
  data	
  (2011)	
  
-  ATM	
  /	
  IceSAT-­‐1	
  IceSAT-­‐2	
  (Csatho	
  et	
  al.,	
  2013)	
  

Bed	
   topography	
  of	
  Russell	
  Glacier,	
  Greenland,	
  prior	
   to	
  OIB	
   (Bamber	
  
et	
  al.	
  2001,	
  bo"om),	
  with	
  OIB	
  (Bamber	
  et	
  al.	
  2013,	
  middle)	
  and	
  with	
  
mass	
  conservaLon	
  (top).	
  Flight	
  lines	
  from	
  OIB	
  2011	
  are	
  white	
  lines	
  in	
  
the	
  bo"om	
  panel.	
  MC	
  is	
  the	
  only	
  technique	
  resolving	
  glacial	
  valleys.	
  

Morlighem,	
  M.,	
  E.	
  Rignot,	
  J.	
  Mouginot.	
  X.	
  Wu,	
  H.	
  Seroussi,	
  E.	
  Larour	
  and	
  J.	
  Paden	
  (JoG	
  2013)	
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How	
  to	
  solve	
  the	
  problem	
  of	
  mapping	
  the	
  bed	
  topography	
  of	
  outlet	
  glaciers?	
  
•  Ice	
  thickness	
  data	
  from	
  radar	
  sounders	
  too	
  sparse	
  for	
  high-­‐resoluLon	
  Ice	
  Sheet	
  Models	
  

•  We	
  combine	
  OIB	
  data	
  with	
  ice	
  moLon	
  data	
  using	
  Mass	
  conservaLon	
  (Morlighem	
  et	
  al.	
  2010)	
  

•  We	
  compare	
  different	
  approaches	
  on	
  Russell	
  Glacier,	
  where	
  OIB	
  acquired	
  a	
  dense	
  grid:	
  
-  ConvenLonal	
  kriging:	
  does	
  not	
  capture	
  glacial	
  valleys	
  (Bamber	
  et	
  al.,	
  2013),	
  and	
  is	
  not	
  

consistent	
  with	
  mass	
  conservaLon	
  (resoluLon:	
  1	
  km,	
  error:	
  40	
  m)	
  
-  Radar	
  tomography	
  (Wu	
  et	
  al.	
  2011):	
  eliminates	
  off-­‐nadir	
  echoes	
  but	
  is	
  spaLally	
  limited	
  

(resoluLon:	
  20	
  m,	
  error:	
  10	
  m)	
  
-  Mass	
   conservaLon	
   (MC):	
   produces	
   high-­‐resoluLon	
   bed	
   topography/ice	
   thickness	
  

consistent	
  with	
  ice	
  dynamics	
  and	
  of	
  high	
  quality	
  (resoluLon:	
  400	
  m,	
  error:	
  40	
  m)	
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Figure 1 | Bed elevation of the Greenland ice sheet colour-coded between �500 and +2,000m, with submarine areas in blue. Details of the large-scale
map for Upernavik Isstrøm and Nunatakassaap Sermia (a), Hayes Gletscher, Allison Gletscher and Illullip Sermia (b), Petermann, Steensby and Ryder
Gletscher (c), Marie Sophie Gletscher, Academy Gletscher and Hagen Bræ (d), F. Graae, Charcot and Daugaard-Jensen (e), and Kangerlussuaq Gletscher
(f); glaciers are listed in clockwise order. The white contour line delineates the limit of land ice. The mass conservation method is employed for the glaciers.
Kriging is used to map the interior regions.

fundamental geometric constraint on the past, present and future
evolution of the ice-sheet flow.

Ice is channelized to the ocean through a narrow set of flux gates
along the periphery. Only 8% of the total length of these flux gates
corresponds to ice grounded below sea level, yet this small fraction
controls 88% of the total ice discharge of Greenland. The subglacial
troughs extend tens to hundreds of kilometres inland, and channel
ice flow over considerable distances (Supplementary Information).

Particularly revealing, the three main branches of Upernavik
Isstrøm (Fig. 1a), in West Greenland, coincide with three troughs
with a submarine bed more than 80 km inland of their present
termini, and for the southern arm more than 140 km. Previous
mappings identify no trough (B2001, ref. 7), or reveal a glacier below
sea level for 25 km (B2013, ref. 16), with large deviations (200m) in
bed elevation due to interpolation artefacts (Fig. 2). Farther north,
near Hayes Gletscher, several unnamed glaciers share a common
trough that is 15 km wide, 2 km deep and grounded below sea level
for more than 120 km (Fig. 1b). Many glaciers of the northwest
coast are grounded several hundred metres below sea level at their

termini and remain so for 10–50 km inland. This contrasts with
existing bed maps that indicate ice fronts grounded at sea level, not
in contact with the ocean (Supplementary Information). Up north,
Humboldt Gletscher is submarine 140 km inland of its terminus,
and Petermann Gletscher (Fig. 1c) is underlaid by a submarine
channel that connects to the ice-sheet interior, except for a narrow
passage above sea level21.

Few ice-covered, submarine valleys exist in the northernmost
sector of Greenland. In the northeast, two large troughs more than
100 km long and 10 km wide host Academy Gletscher and Hagen
Bræ (Fig. 1d). In central East Greenland, the bed is generally more
than 1,000m above sea level, so the glacial troughs in that sector
are deeper and narrower than elsewhere in Greenland, but they
do not extend far below sea level and far inland. We attribute this
to the presence of a more resistant bedrock and the presence of
a colder-based ice sheet22. Among them, Daugaard-Jensen Glacier
(Fig. 1e) is grounded below sea level for 70 km, before its bed rises
quickly above sea level over a broad plateau that would prevent
any sort of rapid glacier retreat. Ice thickness is shallow on the

2 NATURE GEOSCIENCE | ADVANCE ONLINE PUBLICATION | www.nature.com/naturegeoscience
© 201� Macmillan Publishers Limited.  All rights reserved. 
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Ice discharge uncertainties in Northeast Greenland from boundary 
conditions and climate forcing of an ice flow model	
  

h#p://onlinelibrary.wiley.com/doi/10.1002/	
  
2014JF003359/abstract	
  

Main	
  points:	
  
•  Using	
  Monte-­‐Carlo	
  style	
  sampling	
  methods,	
  we	
  assess	
  how	
  errors	
  in	
  model	
  boundary	
  
condiGons	
  propagate	
  as	
  uncertainGes	
  in	
  model	
  esGmates	
  of	
  NEGIS	
  ice	
  discharge.	
  

•  Ice	
  flux	
  is	
  most	
  sensiGve	
  to	
  basal	
  drag,	
  and	
  79North	
  outlet	
  has	
  the	
  largest	
  uncertainty.	
  	
  

•  Geothermal	
   heat	
   flux	
   contributes	
   significantly	
   less	
   uncertainty	
   than	
   do	
   processes	
  
associated	
  with	
  the	
  refreeze	
  of	
  meltwater	
  runoff	
  or	
  errors	
  in	
  surface	
  mass	
  balance.	
  

•  NASA	
   resources:	
   JPL/UCI	
   Ice	
   Sheet	
   System	
   Model	
   (ISSM)	
   and	
   the	
   Pleiades	
   cluster	
  
(NASA	
  Advanced	
  SupercompuGng)	
  

Values	
  of	
  mass	
  flux	
  (Gt/yr)	
  at	
  the	
  
end	
  of	
  500	
  simulaGon	
  runs,	
  
shown	
  for	
  major	
  outlets:	
  (b)	
  79	
  
North	
  and	
  (c)	
  Zachariæ	
  Isstrøm.	
  
DistribuGons	
  represent	
  the	
  outlet	
  
response	
  to	
  five	
  different	
  sources	
  
of	
  model	
  error.	
  	
  Mean	
  mass	
  flux	
  
(µ)	
  and	
  percent	
  uncertainty	
  
(ΔMf/µ)	
  are	
  noted	
  for	
  three	
  error	
  
sources.	
  (d)	
  Model	
  error	
  sources	
  
and,	
  for	
  each,	
  uncertainty	
  in	
  the	
  
total	
  ice	
  discharge	
  of	
  NEGIS.	
  

a	
  

Schlegel,	
  N-­‐J.,	
  E.	
  Larour,	
  H.	
  Seroussi,	
  M.	
  Morlighem,	
  and	
  J.E.	
  Box	
  (JGR	
  2015)	
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(a)  Modeled	
  Surface	
  ElevaGon	
  at	
  the	
  
beginning	
  of	
  the	
  simulaGon,	
  run	
  from	
  
1989-­‐2010.	
  The	
  Northeast	
  Greenland	
  
Ice	
  Stream	
  (NEGIS)	
  is	
  outlined	
  in	
  gray.	
  	
  	
   Refreeze	
  of	
  Runoff	
  

Surface	
  Mass	
  Balance	
  

Geothermal	
  Heat	
  Flux	
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  error	
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  drag	
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  of	
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FIGURE' 2:' Estimates' of' future' bed' topography.'Model& predictions& for&
bed&uplift&at&AD&(a)&2100&and&(b)&2500&under&the&proxy&RCP&8.5&scenario&
[1].& Calculations& are& done& by& forcing& the& calibrated&model& (FIGURE& 1)& by&
changes&in& & future&ice&thickness&predicted&by&the&SeaRISE&participating&ice&
sheet&models&[1,2].&(c,d)&Corresponding&changes&in&bedrock&slope,&Δαb(x,y).&
Negative&magnitudes&imply&that&the&bed&will&have&less&steep&slope&in&future.&
Reverse&beds&that&are&below&mean&sea&level&promote&ice&sheet&stability.&&
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ABSTRACT.& The& recently& concluded& SeaSlevel& Response& to& Ice& Sheet&
Evolution&(SeaRISE)&project&[1,2]&provides&some&clues&regarding&the&future&
evolution&of& the&Antarctic& ice& sheet& (AIS)& in& a&warming& climate.&Using& the&
glacial& isostatic&adjustment& (GIA)&capability& [3]&of& Ice&Sheet&System&Model&
(ISSM)&[4],&we&combine&the&relevant&SeaRISE&results&with&a&realistic&GIA&ice&
loading&history&for&the&past&21&kyr&[3],&and&provide&WirstSorder&estimates&of&
future&uplift& of& the&AIS.&While& the&model&predicts&minor& subsidence&along&
the&Wilkes&Land,&we&Wind&that&the&west&AIS&may&uplift&by&a&few&meters&and&a&
few& tens& of& meters& over& the& next& 100& and& 500& years,& respectively.& Such&
uneven&changes&in&topography&imply&that&the&bed&slope&will&be&modulated&
in& the& future,& thereby& potentially& controlling& the& grounding& line& (GL)&
migration& and& eventually& ice& sheet& dynamics.& & Through& higherSorder& ice&
Wlow& modeling& of& the& AIS,& we& demonstrate& that& proper& treatment& of& GIA&
response& is& crucial& on& centennial& timescale,& as& it& promotes& systematic,&
although&mild,&stability&to&the&marine&portions&of&the&ice&sheet.&&
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FIGURE'1:'Model' validation' and'prediction'of' current'uplift' rate.' (a)'
Modeled&GIA&uplift&rate&at&presentSday.&Calculations&are&made&by&forcing&the&
ISSM/GIA& model& by& ice& loading& history& over& the& past& 21& kyr& [3].& Black&
circles& locate& the&position&where&model& results&are&within&1Sσ&uncertainty&
range&of&GPS&(global&positioning&system)&measurements& [5].&Red&and&blue&
circles& respectively& indicate& the& overS& and& underSestimation& of& data.& Big&
circles& denote& the& larger& absolute& misWits& that& are& >0.75& mm/yr.& (b)&
Validation&of&the&model&against&18&highSprecision&GPS&uplift&data&[5].&Error&
bars&depict&1Sσ&uncertainties&associated&with&the&GPS&measurements.&&

FIGURE'3:' InOluence'of'GIA'uplift'on'driving'stress.'Changes& in&driving&
stress,&Δτd(x,y),& over& the&next& (a)& 100&and& (b)& 500&years.& Calculations& are&
made&for&the&presentSday&distribution&of&ice&thickness.&Negative&magnitudes&
imply& that& surface& slopes& Wlaten& in& the& future.& Localized& positive& Δτd(x,y),&
generally& seen& along& the& sheetSshelf& margins,& is& due& to& the& fact& that& GIA&
uplift&transmits&only&through&to&the&surface&of&grounded&ice.&

FIGURE' 4:' InOluence' of' GIA' uplift' on' GL' positions.& (a)& Mask& of& GL&
migration&associated&with&500&years&of&GIA&uplift.&Calculations&are&based&on&
the& simple& hydrostatic& equilibrium& criterion& for& the& presentSday&
distribution&of& ice& thickness.& Cyan&depicts& the& extent& of& present& grounded&
ice.& Red& shows& the&GL& advance& due& to&GIA& correction.& Blue& boxes& enclose&
three& regions& that& are&magniWied:& (b)& Amery,& (c)& Ross,& and& (d)& Ronne& ice&
shelf.&Distances&of&GL&migration&are&computed&following&ice&Wlowlines&[6].&

FIGURE'5:' InOluence'of'GIA'uplift'on' ice' surface'velocities.& Changes& in&
surface& velocity,& Δu(x,y),& over& the& next& (a)& 100& and& (b)& 500& years.&
Calculations& are& made& by& running& diagnostic& simulation& of& highSorder&
mechanics& in& a& WiniteSelement& suite& of& ISSM.& Model& set& up& and& boundary&
conditions&are& consistent&with&SeaRISE&control&experiments& [1].&Note& that&
the&results&reWlect&combined&effects&of&Δτd(x,y)&and&change&in&GL&positions.&&

[1]&Bindschadler&et&al.,&2013,&J.)Glaciol.,&59,&214,&195S224.&&&
[2]&Nowicki&et&al.,&2013,&J.)Geophys.)Res.,&118,&doi:10.1002/jgrf.20081.&&
[3]&Ivins&et&al.,&2013,&J.)Geophys.)Res.,&118,&doi:10.1002/jgrb.50208.&
[4]&Larour&et&al.,&2012,&J.)Geophys.)Res.,&117,&doi:10.1029/2011JF002140.&&
[5]&Thomas&et&al.,&2011,&Geophys.)Res.)Lett.,&38,&doi:10.1029/2011GL049277.&&
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� in the x-direction is considered (Table A1). Ice flow is de-
coupled from the thermal quantities by using a constant flow
rate factor A. The velocity throughout the ice column is pre-
scribed as

vx(z) = A(⇢g sin� )3

2

⇣
H 4� (H � z)4

⌘
, (13)

vy(z) = 0, (14)
vz(z) = �a?

s = const. (15)

Note that this set-up is not mass conservative, as there is no
process considered that balances the accumulation rate re-
quired for a constant ice thickness. For simplicity we do not
account for ice thickness evolution. The geothermal flux qgeo
is set to zero and basal sliding is neglected (Fb= 0). Strain
heating 9 = 4µ"̇2eff is the only source of heat, where µ and
"̇eff are the viscosity and the effective strain rate. The Glen–
Steinemann power-law rheology (Glen, 1955; Steinemann,
1954) for the deformation of ice is used, thus

µ = 1
2
A�1/3"̇�2/3

eff , (16)

"̇eff =
1
2

@vx

@z
= A(⇢g sin� )3(H � z)3. (17)

The strain heating is largest at the base and reaches
⇠ 2.6⇥ 10�3 Wm�3.
According to the assumptions in Greve and Blatter (2009,

p. 246) the enthalpy conductivity K0 in the temperate ice is
zero, and the enthalpy flux at the cold site of the CTS (Eq. 11)
must vanish. The CTS in this experiment is uniquely de-
termined because the vertical velocity is downward. At the
ice surface (z = H ) the enthalpy is prescribed corresponding
to the surface temperature Ts= �3 �C and zero water con-
tent. At the ice base (z = 0) one of the boundary conditions
given in Eqs. (4)–(7) holds depending on the basal thermal
conditions. All simulations start from a constant enthalpy
corresponding to a temperature of �1.5 �C and zero water
content. An analytical solution for the steady-state enthalpy
profile based on the solution of Greve and Blatter (2009) is
given in Appendix A2. The solution leads to a CTS posi-
tion of approx. 19m above the bed. The conductivity ratio
CR= K0/Kc varies from CR= 10�1 to 10�5 for TIM-FD3
and COMice and to 0 for ISSM, respectively for this set-up.
The simulations are performed on vertically equidistant lay-
ers using different vertical resolutions 1z = (10.0, 5.0, 2.0,
0.5)m.
Note that in both experiments outlined above no frictional

heating at the base occurs. Drainage of moisture that exceeds
a certain limit to the base needs to be considered, when a cou-
pling of moisture to the ice viscosity is used, but is also ig-
nored in this study. The implementation of a basal hydrology
model is beyond the scope of this study, hence basal water is
accumulated at the place of origin with no restriction to the
water layer thickness.
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Figure 1. Results for Experiment A simulated with TIM-FD3 (blue), ISSM (red) and COMice (black)
overlay each other. Phases I to III are described in the main text. The warming phase II is shaded in
grey.
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Figure 1. Results for Experiment A simulated with TIM-FD3
(blue), ISSM (red) and COMice (black) overlay each other. Phases I
to III are described in the main text. The warming phase II is shaded
in grey.

5 Results

5.1 Experiment A

The set-up does not allow for a temperate ice layer and there-
fore enthalpy variations are given only by temperature vari-
ations. The simulated basal temperatures, basal melt rates
and the basal water layer thicknesses over time are shown
in Fig. 1.
As heat conduction is the only process of heat transfer,

the vertical enthalpy profiles are linear in the steady states,
which are reached at the end of each phase. At the steady
states of the initial (I) and the cooling (III) phase the total
vertical temperature gradient is given by the geothermal flux
at the base and Eq. (4). This leads to the basal temperature of
T

(I,III)
b = Ts,c+ H qgeo/ki= �10 �C and zero melting at the
base, revealed by all three models (|1T | < 5⇥ 10�2 �C).
In the warming phase (II) the basal temperature reaches

the pressure melting point after a few thousand years and
a basal water layer develops based on the basal melt rates.
At the end of this phase temperatures reach the steady state
(|1T | < 5⇥ 10�2 �C) and the basal melt rates can be calcu-
lated based on the steady-state temperature gradient between
the surface and the base according to Eq. (8) as

www.the-cryosphere.net/9/217/2015/ The Cryosphere, 9, 217–228, 2015
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Figure 2. Simulation results compared to the analytical solution
(thick solid grey line) for phase IIIa in Experiment A. TIM-FD3
as blue solid line, ISSM as red dashed line, and COMice as black
filled circles.

a
(II)
b = 1

⇢wL

✓
qgeo+ ki

Ts,w� Tpmp

H

◆
. (18)

For this setting the basal melt rate is a
(II)
b = 3.1⇥ 10�3 m a�1

water equivalent (w.e.). The models agree well with Eq. (18)
as shown in Fig. 1 (|1a

(II)
b | < 10�5 m a�1 w.e.).

Phase III can be separated into two different parts:
phase IIIa where the base is temperate because of the re-
maining basal water layer from phase II, and phase IIIb,
where all subglacial water is refrozen and the base returns
to cold conditions. As long as a basal water layer exists,
the basal temperature is kept at pressure melting point in-
dependent of the applied surface temperature and tempera-
ture profile according to Eq. (7). At the end of phase IIIa,
the basal melt rates can therefore be found by replacing Ts,w
with Ts,c in Eq. (18). Due to the low surface temperature,
refreezing conditions arise and reach steady-state values of
a

(IIIa)
b = �1.84⇥ 10�3 m a�1 w.e. at the end of this phase as
shown by the model solutions (|1a

(IIIa)
b | < 10�5 m a�1 w.e.).

Since we have not included either a hydrology model or
a reasonable upper limit for the subglacial water layer thick-
ness, it is free to reach arbitrary thicknesses. That, in turn, is
an advantage of the set-up, as we want to observe the system
behaviour over longer time periods. The simulations lead to
a maximum water layer thickness of ⇠ 130m that occurs a
few thousand years after the end of the warming phase (II).
A realistic liquid water layer thickness of about 2m would
vanish in a few time steps and would not allow for steady-
state considerations at the end of IIIa.
We have chosen phase IIIa to compare not only the quasi-

steady-state solutions of the models at the end of each phase,
but also the transient behaviour of the models compared to
the analytical solution. For the comparison we use the basal
melt rate instead of the temperature profile, since the correct
melt rate requires a correct temperature profile and is easier
to compare. In Fig. 2 the simulated basal melt rates for the
first 20 ka of phase IIIa are compared to the analytical solu-
tion given in Appendix A1.
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Figure 3. Comparison of simulated steady-state CTS positions for
different values of the temperate ice conductivity in Experiment B.
The different models are shown as: TIM-FD3 (blue), ISSM (red)
and COMice (black). Results of different models are slightly shifted
on the x-axis to not overlay each other. The dashed black line indi-
cates the CTS position of the analytical solution derived forK0= 0.

After ⇠ 1000 years the cold signal from the surface
reaches the base and melting starts to decrease until the tem-
perature gradient in the overlying ice does not allow for fur-
ther melting and refreezing sets in. All models agree well
with the analytical solution. The COMice solution is some-
times slightly below the analytical solution because of the
very large time steps. The transition between melting and
freezing occurs after ⇠ 4684.7 years in the analytical solu-
tion. Model simulations show this transition at a comparable
modelled time.
All model results clearly reveal reversibility: after the

whole simulation period of 300 ka, the models return to the
initial steady state at the end of phase I.

5.2 Experiment B

Here, model results of the steady-state simulations of exper-
iment B are compared to the analytical solution given in Ap-
pendix A2. For TIM-FD3 and COMice the steady state is
assumed after 1000 model years, while in ISSM a thermal
steady-state solver is applied. The final steady-state CTS po-
sitions for all simulations are shown in Fig. 3.
For the maximum value of temperate ice conductivity

(CR= 10�1) and the highest vertical resolution (1z = 0.5m)
the models result in CTS position slightly below 36m. In
these simulations the thickness of the temperate ice layer is
almost doubled compared to the results achieved by using
the smallest value of temperate ice conductivity (CR= 10�5)
with the same vertical resolution. The CTS positions de-
crease with decreasing CR and converge to the analytical so-

The Cryosphere, 9, 217–228, 2015 www.the-cryosphere.net/9/217/2015/
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H. Seroussi et al.: Grounding line parameterization 2077

Exact grounding line position

Sub-element Parameterization 1
(SEP1)

Sub-element Parameterization 2
(SEP2)

No Sub-element Parameterization
(NSEP)

a

d e

b

Sub-element Parameterization 3
(SEP3)

c

Exact grounding line

Grounded element with 
reduced friction

Grounded element

Floating element

Floating integration 
point
Grounded integration 
point

Figure 1. Grounding line discretization. Grounding line exact location (a), no sub-element parameterization (NSEP, b), sub-element param-
eterization 1 (SEP1, c), sub-element parameterization 2 (SEP2, d) and sub-element parameterization 3 (SEP3, e).

The position of the grounding line is determined by a
floatation criterion: ice is floating if its thickness, H , is equal
or lower than the floating height Hf defined as follows:

Hf D � �w
�i

r; r < 0; (3)

where �i is the ice density, �w the ocean density and r the
bedrock elevation (negative if below sea level). Grounding
line is therefore located where H D Hf:

H > Hf ice is grounded; (4)
H D Hf grounding line position; (5)
H < Hf ice is floating: (6)

2.2 Domain discretization

The domain is discretized with a 2-D isotropic uniform un-
structured triangle mesh. Velocity and geometry fields are
computed on each vertex of the mesh using Lagrange P1
(piecewise linear) finite elements. Element size varies be-
tween 5 km for the lowest resolution and 250m for the high-
est resolution and is uniform within each mesh.

Grounding line position (Fig. 1a) is based on the hydro-
static equilibrium condition as described above and three dif-
ferent techniques are used to parameterize its position. As the
same SSA equations are used on the entire domain to com-
pute the stress balance, the only difference between grounded
and floating ice is the presence or absence of basal friction.
In the first method, each element of the mesh is either

grounded or floating: floatation criterion is determined on
each vertex of the triangle and if at least one vertex of the
triangle is floating, the element is considered floating and
no friction is applied. Otherwise, if the three vertices are
grounded, the element is considered grounded. This is the
simplest approach used by fixed grid models to determine
grounding line positions (Vieli and Payne, 2005), in which
the grounding line is defined as the last grounded point. We
refer to this technique as no sub-element parameterization
(NSEP, Fig. 1b).
In the second method, the floating condition is a 2-D field

and the grounding line position is determined by the line
where H D Hf, so it is located anywhere within an element.

www.the-cryosphere.net/8/2075/2014/ The Cryosphere, 8, 2075–2087, 2014
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Two-layered hydrological model, Fleurian et al, TC 2014.
ELMER/ICE now also implemented in ISSM

146 B. de Fleurian et al.: Glacio-hydrological model

Table 3. Values of the tunable hydrological parameters for the different steps of the selection procedure.

Parameter Starting range Range after end-of-winter selection Final value

T i [m2 s− 1] 1. 4 × 10− 4–8 × 10 − 2 3 × 10 − 4–8 × 10 − 2 1 . 6 × 10 − 3
T e [m2 s − 1] 4 × 10 − 3–8 × 10 − 1 4 × 10− 3–8 × 10 − 1 7. 9 × 10 − 2
� [m] 1–50 1–20 10

Fig. 5. Maps of Arolla Glacier showing the water pressure of the
IDS and the development of the EPL (hatched zone) at the end of
the winter season for three different IDS transmissivity values (T i).
For the highest IDS transmissivity, all the produced water is drained
by the sediment layer, explaining the very low water pressure and
the non-development of the EPL. The white thick line indicates how
the length of the EPL is determined.

The IDS water head for its part increases with decreas-
ing IDS transmissivity until the EPL extent is such that
it can drain the borehole array (around 1200m from the
snout, as depicted in Fig. 4). For the configurations where
the EPL reaches the borehole array, the water from the IDS
can then be easily drained, explaining the decrease of the
IDS water head. After reaching a minimum around T i =
1. 5 × 10− 4 m2 s − 1, the IDS water head increases again in re-
sponse to the decrease in IDS transmissivity. The value of the
local minimum is a function of the drainage efficiency of the
EPL but is not sensitive to the EPL transmissivity. It should
then be driven by the leakage length scale as discussed below.
Figure 7 shows the sensitivity experiments to the leakage

length scale � . As explained in Sect. 2.4, a large leakage
length scale implies low efficiency of the water transfer be-
tween the two layers. This weak transfer triggers a larger ex-
tent of the EPL due to the higher water head in the IDS. The
IDS water head is more sensitive to the leakage length scale
than is the EPL length metric. As shown in Fig. 7, the drop of
IDS water head is amplified for smaller leakage length scale.
This amplitude variation is explained by the ability of the
EPL to drain water from the IDS. The smaller the leakage
length scales, the easier the transfer of water from the IDS
system to the EPL system. For unrealistically large leakage
length scales (i.e. � � 20m), even if the EPL is activated the
water head in the IDS returns quickly to the value it has be-
fore the opening of the EPL. The range for the leakage length
scale is therefore restricted from 1 to 20m.
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Fig. 6. Length of the EPL (a) and IDS water head in the borehole
array (b) as a function of the IDS transmissivity T i. The grey zone
in (a) indicates the admissible values for the EPL maximum length.
The dashed line in (b) represents the flotation limit. The spread of
the curves represents the scattering due to EPL transmissivity rang-
ing from 4 × 10 − 3 to 8 × 10− 1 m2 s − 1, with the higher transmissivity
values leading to the lowest EPL length and IDS water head.

In summary, the end-of-winter configuration allows the
range of both the IDS transmissivity and the leakage length
scale to be decreased, but not the EPL transmissivity (val-
ues given in the second column of Table 3). Modifying the
thickness of both layers in this experiment while keeping the
transmitivities at the same values (an increase in thickness
then leads to a decrease in conductivity) does not lead to any
change in the observed results. However, if the same changes
in thickness are done with a constant conductivity (an in-
crease in thickness then leads to an increase of the transmis-
sivity), then the response of the model is on the line of the
one that is observed for varying transmitivities with a negli-
gible impact of the thickness change. To continue, the sec-
ond configuration corresponding to the development of the
hydrological system during the summer is then used.

4.3 Transient summer configuration

The previous steady-state configuration corresponding to an
end of winter is subsequently used as the initial state of
the transient summer simulations. The transient response of

The Cryosphere, 8, 137–153, 2014 www.the-cryosphere.net/8/137/2014/
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Anisotropic adaptation

• Adapt mesh
according to a
metric, such as
surface velocity

• Static capability,
not transient
adaptation

• Relies on a
rewrite of the
BAMG anisotropic
mesher [?]
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Ice/Ocean coupling ISSM and MITgcm
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Outreach (Daria Halkides, Daniel Cheng)

1.   Background-
! Less-than-30%-of-adults-are-able-to-answer-ques;ons-considered-to-define-scien&fic(literacy((
! In-response,-the-Na;onal-Research-Council’s-Next-Genera;on-Science-Standards-(NGSS)-were-

designed-to-integrate-core-concepts-w/-interdisciplinary,-real-world-contexts-&-prac;ces-

-  Emphasize-use-of-conceptual,-physical-&-computa;onal-models-

-  Place-new-emphasis-on-weather-&-climate-at-mul;ple-grade-levels-

-

2.   Our-Work-
! We-are-developing-a-Virtual-Ice-Sheet-Laboratory-(VISL)-in-order-to…--

-  Provide-a-NGSSWconsistent-framework-for-teaching-fundamental-physical-concepts-in-
context-of-the-climate-system,-which-includes-ac;vi;es-at-mul;ple-levels-of-complexity-

-  Improve-public-understanding-of-cryosphere’s-cri;cal-role-in-climate-&-sea-level-

-  Provide-students-&-laypeople-opportuni;es-to-learn-about/use-a-researchWgrade-ice-sheet-
model-in-a-fun,-accessible-way-

3.   ISSM--
! VISL’s-central-tool-is-an-easyWtoWuse-graphic-interface-that-allows-users-to-run-experiments-w/-

the-Ice-Sheet-System-Model-(ISSM)-

-  A-stateWofWtheWart,-finiteWelement-ice-flow-model-developed-at-NASA’s-Jet-Propulsion-Lab-
(JPL)-&-UC-Irvine-to-improve-simula;on-of-ice-sheet-evolu;on-in-Greenland-&-Antarc;ca-

-  Simulates-3WD-transient-ice-flow-on-an-anisotropic-mesh--

-  Uses-satellite/airborne-data-for-some-state-variables-(e.g.,-ice-thickness,-surface-velocity)-
then-inverts-model-equa;ons-to-solve-for-variables-for-which-data-does-not-exist,-e.g.,-basal-
drag,-(inverse-control-method;-see-Morlighem-et-al.-2010-for-details)-

4.   The-Graphic-Interface-
!  -Android-plaaorm:-

-  ISSM-is-compiled-in-C++-on-mobile-plaaorm-using-Java-Na;ve-Interface-(JNI)-&-Android-
Na;ve-Development-Kit-(NDK)-

! Web-browser-plaaorm:--

-  Consists-of-a-Javascript-frontWend-connected-to-a-backWend-consis;ng-of-FastCGI-&-ISSM-
Python-modules-

-  ISSM-runs-on-JPL-network-server-&-results-are-passed-through-backWend-to-frontWend--

! Results-are-visualized-using-OpenGL/WebGL-(Fig.-1)-

! Users-change-model-inputs-using-graphic-sliders,-then-run-ISSM-with-the-touch-of-a-bufon!-

5.   Educa;onal-Content-
!  Educa;onal-content-&-ac;vi;es-are-under-development-for-KW12-classrooms-that-teach…-

-  Fundamental-physical-concepts-related-to-the-cryosphere--

-  Observa;on-recording,-hypothesis-formula;on,-experiment-design,-data-analysis,-concept-
ar;cula;on-&-general-problem-solving-skills-through-use-of-conceptual,-physical-&-
computa;onal-models-

!  A-range-of-ac;vity-types-will-cater-to-mul;ple-learning-styles-(visualWspa;al,-verbalWlinguis;c,-
logicalWmathema;cal,-kinesthe;c/handsWon)-

!  Ac;vi;es-will-fall-under-6-topic-areas-(Fig.-2)-

1)  Temperature-&-Ice-Sheets-(general(concepts(related(to(types(of(ma2er,(phase(transi6ons)(

2)  Snow-&-Melt-(Surface(Mass(Balance)(

3)  Ice-Sheets-&-The-Ocean-(ice(shelf<ocean(interac6ons)(
4)  Under-The-Ice-(basal(fric6on(&(hydrology(effects)(
5)  Ice-Sheets-Over-Time-(paleoclimate)(

6)  Effects-Of-Model-SetWUp-(effects(of(model(resolu6on,(boundary(condi6ons,(etc.)(

-

!  Background-material-for-each-topic-area-will-be-provided-via-ar;cles,-videos/anima;ons,-
interac;ve-schema;c-diagrams,-etc.-(e.g.,-Fig.-3)-

!  Ac;vi;es-will-include-handsWon-tableWtop-experiments-(Fig.-4),-educa;onal-video-games,-
model-experiments-using-the-ISSM-graphic-interface-(Fig.-1-&-4)-

6.   Sample-Lesson:-Temperature-&-Ice-Sheets-

! NGSS-KW12-Endpoints-for-Physical-Science-state-that-by-the-end-of-2nd-grade,-students-should-
understand-that-there-are-different-types-&-phases-(liquid,-solid)-of-mafer-(NRC-2012)-

! The-VISL-‘Temperature-&-Ice-Sheets’-page-applies-this-concept-to-the-polar-ice-sheets-&-the-
effects-of-ice-melt-on-sea-level-

-  TableWTop-Experiment:-Illustrates'water'&'air'temperature'effects'on'different'ice'

‘types’'(crushed,'large'cubes'&'‘grounded’'ice—for'which'an'ice'cube'is'frozen'to'an'object'to'

emulate'land).'Ice'type'samples'are'put'into'bowls'of'chilled'or'lukewarm'water.'Students'

observe'differences'in'melt'paEerns'due'to'ice'size/shape,'amount'of'surface'area'in'contact'

with'water'&'water'temperature.'Older'students'record'meltHrates'&'water'levels'before'&'

aIer'ice'melts,'in'order'to'draw'parallels'to'sea'level'(they'will'observe'that'floaKng'ice'does'

not'change'the'water'level'when'it'melts,'but'grounded'ice'does).'In'a'second'experiment,'air'

temperature'is'changed'by'applying'a'blow'dryer,'on'a'low'seMng,'over'the'bowls.''

-  Model-Experiments:-Students'test'hypotheses'about'climate'effects'on'ice'sheets'via'guided'

experiments'using'the'ISSM'graphic'interface,'in'which'air'&'ocean'temperatures'are'varied'

with'graphic'sliders'(Fig.'4).''

-

7.   Features-Under-Development-
!  Interfaces-for-iPhone/iPad-&-Google-Chromebook-

! Addi;onal-ISSM-input/output-op;ons-

!  Lesson-plans,-tableWtop-experiments-&-background-materials-for-intermediate-&-advanced-
topic-areas-(areas-2W5),-to-be-betaWtested-by-educator-&-student-focus-groups-

!  Interac;ve-schema;c-diagrams,-maps-&-video-games-to-address-concepts-in-fun,-visual-ways----

! Enhancement-of-website-design-&-features-for-consistency-with-contemporary-stateWofWtheWart-
educa;onal-websites,-&-improved-transla;on-to-touch-screen-plaaorms,-in-collabora;on-with-
MooreWBoeck-Interac;ve-Design-&-Development-(hfp://www.mooreboeck.com/)--

-

8.   For-More-Informa;on…-
! On-ISSM:--hfp://issm.jpl.nasa.gov/-

! On-NGSS:--hfp://www.nextgenscience.org/nextWgenera;onWscienceWstandards-
! On-VISL-technical-aspects:--See-poster-ED51AW3424-at-Friday-poster-session!-
! To-contribute-or-join-our-betaWtes;ng-group,-send-an-email-to-VISL@jpl.nasa.gov-
-

VISL: A VIRTUAL ICE SHEET LABORATORY FOR OUTREACH & K-12 EDUCATION 
D.J.-Halkides1,2,-Eric-Larour2,1,-Gilbert-Perez3,2,-Victor-Romero4,-Daniel-Cheng3,-Oliver-Saks5-

1University(of(California(at(Los(Angeles(<(Joint(Ins6tute(For(Regional(Earth(System(Science(&(Engineering((JIFRESSE),(Los(Angeles,(CA;((2(California(Ins6tute(of(Technology(<(Jet(Propulsion(Laboratory,(Pasadena,(CA;((3(University(of(California(at(Irvine,(
Irvine,(CA;((4(California(State(Polytechnic(University,(Pomona,(CA;((5(Occidental(College,(Los(Angeles,(CA(((

Poster-ID:-ED11B-3416 !

Figure 1: Snapshot 
of ISSM graphic 
web interface 
showing global 
view of Antarctic 
continent. Globe 
can be rotated in 
any direction 
using mouse or 
touch screen. A 
preset subdomain 
can be selected/
zoomed in on 
using a drop-down 
menu. Model input 
parameters can be 
adjusted using 
slide bars. The 
model can be run 
for the selected 
subdomain by 
hitting the ‘run’ 
button. 

Figure 2: Snapshots of VISL website prototype. 

Figure 3: Snapshots of interactive schematic diagram illustrating the components of the global 
cryosphere. Users click on labels to learn more about a given process or feature. Pop-ups include 
text, video clips & links/references for further reading. 

Figure 4: (left) Snapshot from VISL 
prototype page for ‘Temperature & Ice 
Sheets’ topic area; (right) Ice thickness 
over Pine Island Glacier, Antarctica, from 
10 year run of ISSM using time mean 
atmospheric & oceanic conditions. Model 
interface launches in separate window 
when ‘Launch ISSM’ button is pressed. 
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